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YouTube
2+ billion users  
(YouTube, 2020)


70% of videos watched on 
YouTube are recommended by an 

ML system (Solsman, 2018)


27% of people worldwide use 
YouTube as a news source 

(Newman et al., 2019)

Bild: Tima Miroshnichenko (Pexels)



Human-Computer Interaction

• "Radical asymmetries in relative 
access of user and machine to 
contingencies of the unfolding 
situation [which] profoundly limit 
possibilities for interactivity" 
- Suchman (2007)


• I want to discus the agencies and 
attendant responsibilites in the 
context of ML-based curation 
systems
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A Socio-Technical Perspective of 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Audit, Don’t Explain https://arxiv.org/abs/2107.09922
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Audit, Don’t Explain



The Explanatory Gap in  
Algorithmic News Curation

• examines how well 
different explanations 
help expert users 
understand why certain 
news stories are 
recommended to them
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Explanatory Gap between 
what is available to explain 
ML-based Curation Systems 

and what users need to 
understand such systems
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Audit, Don’t Explain https://arxiv.org/abs/2107.09922



Auditing the Biases Enacted by YouTube 
for Political Topics in Germany

5. 10....

...1.

Heuer, H.1, Hoch, H.2, Breiter, A2., Theocharis, Y2. 2021. Auditing the Biases Enacted by YouTube for Political 
Topics in Germany. Mensch & Computer (September 2021). 1 Konzeption und Ausführung, 2 Feedback



2019 YouTube Audit

significantly more views and likes

less

political

topics

less

sad


videos

more

happy

videos



My Position

• Goal: Ensure that ML 
systems act in the interest 
of the democratic common 
good


• Solution: Institutions under 
public law analogous to 
TÜV and Stiftung Warentest 

• which perform audits to 

understand where 
systems meets 
requirements and where 
improvements are needed

Video: Yaroslav Shuraev (Pexels)
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