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Trust and mental models

Bansal et al. 2021 observed that explanations increased the chance that humans will accept the Al’s
recommendation, regardless of its correctness.

The authors suggest that explanations should be informative, instead of convincing to follow the
recommendation.
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would show another side to how the Tate family dealt with t
he murder of thier daughter Sharon. | didn't have to read mu
ch to realize however that the book is was not going to be w flolo)
hat | expected.It is full of added dialog and assumptions. It

Is the sentiment of the review positive or negative? show Guidelines

makes it hard to tell where the truth ends and the embellish Mostly Positive

ments begin. It reads more like fan fiction than a true accou
nt of this family's tragedy. | did enjoy looking at the early pic OMarvin is 62.7% confident about its suggestion.
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hardly worth the price of the book.
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Some participants developed mental models of the Al’s confidence score to determine when to trust the Al,
but they built different mental models.

Gagan Bansal, Tongshuang Wu, Joyce Zhou, Raymond Fok, Besmira Nushi, Ece Kamar, Marco Tulio Ribeiro, and
Daniel S. Weld. 2021. Does the Whole Exceed it s Parts? The Effect of Al Explanations on Complementary Team
Performance. In CHI Conference on Human Factors in Computing Systems (CHI "21), May 8-13, 2021, Yokohama,
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Trust and mental models

Anik and Bunt (2021) explored the concept of data-centric explanations where the explanations describe the
training data to end-users. They found that participants trust in Al system was impacted positively when the
training data seemed balanced and negatively when the explanations revealed problems.

Collection

Demographics
aa

Recommended
Usage

& Potential Issues

General
Information

Information about the amount of data, the source
of the data, the collectors, and the labeling
process

Information on gender, race, age, and
country distribution of the instances (B) )

| List of recommended use cases for the dataset(C) )

Potential issues and considerations related to D
dataset ( ) )

Overview information about the dataset

Information about the amount of data, the source
Collection of the data, the collectors, and the labeling L ¥ 4
process (A)

How many instances are in the dataset?

The dataset contains a total of 13,233 images of 5749 unique individuals. 1680 of these
individuals have two or more images and 4069 have single ones in the dataset.

Who collected the data?

What was the data collection process?
What tools were used in data collection?
Was any pre-processing done on the data?
How were the data labeled?

Any other comments?

Ariful Islam Anik and Andrea Bunt. 2021. Data-Centric Explanations: Explaining Training Data of Machine Learning
Systems to Promote Transparency. In CHI Conference on Human Factors in Computing Systems (CHI '21), May 08—

13, 2021, Yokohama, Japan. ACM, New York, NY, USA, 13 pages. https://doi.org/10.1145/3411764.3445736
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Highlighting for Summary verification

Attention Highlights

with a registered affice ad: Influence of text on the summary

weak

Pick a page to jump to

1

a . Comminutad fracture c

ON_11> and proximate result of the aforementioned accident , Plaintiff sustained

Source Highlights

Predicted influence of text on the
summary

nd Mrs . <PERSON_1> as w

Pick a page to jump to

1

ans, ligaments

Participants were faster with attention but not source highlights when reviewing the summaries

Attention highlights:

gave them a sense the whole complaint was looked at
took them to key details included in the summary
helped spot additional details

helped to correct the summary

task more enjoyable

Source Highlights:

* helped navigate to the section of the document
where relevant details might be

e Taks more enjoyable

Milda Norkute, Nadja Herger, Leszek Michalak, Andrew Mulder, Sally Gao. 2021. Towards Explainable Al: Assessing
the Usefulness and Impact of Added Explainability Features in Legal Document Summarization. In CHI Conference on
Human Factors in Computing Systems Extended Abstracts (CHI’21 Extended Abstracts), May 8—13, 2021, Yokohama,
Japan. ACM, New York, NY, USA, 10 pages. DOI: https://doi.org/10.1145/3411763.3443441" "=Y 1 ER=2



Roles of explanations
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Increase efficiency
Increase satisfaction
Enrich Al suggestions

Correct Al suggestions



Roles of explanations

Global
Mediate trust

Help form mental model
Inform, not convince
Help assess fairness
Increase efficiency
Increase satisfaction
Enrich Al suggestions

Correct Al suggestions
?

Task specific

Navigation of document

Highlighting relevant details



Can explanations have standalone value?

What value, if any, could the highlighting
have alone?

Explanation No Explanation

Summary

Summary and Summary Only
Text Highlighting

No Summary

Text Highlighting
Only No ML Outputs
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Can explanations have standalone value?

_ Image taken from:
atheism

Prediction probabilities

atheism

christian 0.42

Could seeing only a list of words that influenced the decision as guidance on what to look
for what deciding? What task specific value could that have?
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https://github.com/marcotcr/lime

Conclusions

Explanations can play many roles
Global vs task specific value (context specific)
Standalone value of explanations?
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